Instructions

· Go to the link where source file for CM1 is located.  The current version of the model is r13.

1. wget http://www.mmm.ucar.edu/people/bryan/cm1/cm1r13.tar.gz
2. Unzip cm1r13.tar.gz

3. tar –xvf  cm1r13.tar.gz   {x= extract, v-verbose, f=file}

· script commands

4. cd src (go to the source code and edit the make file)
5. Edit the makefile and uncomment for netcdf or hdf.  Some computers don’t have one of these and you will need to compile it on your own.  {HDF and NETCDF are binary formats that include metadata and are platform independent.}

6. Un-comment the compilation options for your computer.
7. Edit your “.soft” file in your home directory.  You may need to add the path to NETCDF and/or HDF.  To add netcdf-3.6.2, you would insert a line #
+netcdf-3.6.2
and then type “resoft” on the command line.  This updates your environmental settings.
8. Go into the makefile and edit the Include and library locations (for instance for NETCDF) to match what was set up in your .soft file:
OUTPUTINC = -I ${NETCDF_HOME}/include
OUTPUTLIB = -L ${NETCDF_HOME}/lib
For HDF output, you would put 
OUTPUTINC = -I ${HDF4_HOME}/include
OUTPUTLIB = -L ${HDF4_HOME}/lib
9. If, after checking with “env” command, you don’t see NETCDF_HOME or HDF4_HOME, then you will need to edit the “.soft” file to explicitly include those.  See instructions online at NCSA.
10. Type “Make” or “make all”

· If you make a change to fortran file eg: file.F then there should be a corresponding object file named as file.o, you need to delete file.o and type make command again.  Also, you will need to delete the “*.f “ file but not the “*.F” which is the original source code.  Make sure to only make changes to *.F and not *.f

· Make clean (delete all the file except file.f or file.c ) used when you need to start fresh.  For instance, if you change from NETCDF to HDF format, you will need to recompile all codes.

· Each computer at NCSA has different script known as batch script:  On ncsa’s website and search for each individual machine and look for specs of that computer.  For cobalt, the batch script is located in
· Copy file 

· Cd to cm1r13/run

· Cp /usr/local/doc/pbs/samples/mpi.pbs .

· Edit mpi.pbs

· (Can use the sample script and just change the things that you need to change instead of making your own)

· Things to possibly change:
· (order of things isn’t important)
· Make sure you put the right number of processors for the jobs

· Make sure you also give yourself enough memory

· IMPORTANT THINGS TO CHECK:

· Wall clock time

· Max. 30 minutes for debug

· Memory

· Processors

· Queue name 

· Project number 

· CHANGE to:  #PBS –A soh
· Job name 

· Your choice, but make the name obvious

· Can make an extra shell script to name your job names if you are running multiple jobs

· qsub script_name – submits job to queue

· Help sites:
· http://www.ncsa.illinois.edu/UserInfo/Resources/Hardware/SGIAltix/Doc/Debug.html
· http://www.ncsa.illinois.edu/UserInfo/Resources/Hardware/SGIAltix/Doc/Jobs.html
· This one is for a different computer but a lot of the commands are the same 

· To Run manually:  mpirun –np 4 cm1.exe  (4 is the number of processors)

· Create a directory on the tape drive

· on command line: mssftp

· create the directory (whatever name you used in mpi.pbs)

· Go back to mpi.pbs

· change saveafterjob from “*.output”  to  “*”

· msscmd command gives you a bunch of commands as batch script with multiple commands
· msscmd cd colbalt_dir ls  
· is the same as: 
· mssftp

· cd colbalt
· ls

· Help pages for commands are on the NCSA webpage
Comments:
· Don’t run anything in home directory unless it is a really small test run
·  To Test:
· run for one minute to make sure the bash script works.
· Tape File:
· Numbers are compressed so you will lose accuracy because the float numbers are shortened, that’s why you use the restart file when restarting instead of the tape file. 
NetCDF and hdf

Creates binaries which are platform independent

[varunk@co-login src]$ tgusage

Account: TG-MCA94P023

Title: Supercell/Tornado Genesis, Structure and Evolution Studied Using Observations and

Numerical Models

Resource: cobalt.ncsa.teragrid

Local project name on cobalt.ncsa.teragrid is soh

Allocation Period: 2008-10-01 to 2009-09-30

Name (Last First) or Account       Total      Remaining        Usage

----------------------------     ----------  ------------   ----------

   Krishna  Varun                 76000 SU     75271 SU         0 SU

----------------------------------------------------------------------

